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Summary The paper describes the implementation and applicability of the Large eddy simu-
lation (LES) technique for simulating turbulent flows. The LES approach is implemented in the
in-house RANS research code Spider-3D. The Spider-LES codeis validated by studying the un-
steady flow over a backward-facing step (BFS). The LES simulation over the BFS is carried out
at a Reynolds number of 5100 based on the inlet free-stream velocity. Finite-volume discretiza-
tion schemes for the non-linear convective terms and sub-grid stress (SGS) models used for LES
approach are discussed in the present study. To investigatemesh dependency, two types of grid res-
olution are studied. The results computed from Spider-LES are validated against DNS reference
data by Le et al. The mean longitudinal, vertical velocity profile and the turbulence intensities
compare satisfactory with the DNS data at the normalized coordinatesX∗ = (x − Xr) /Xr. The
reattachment lengthXr in the longitudinal direction, varies from7.2h to 7.4h with different SGS
models used as compared to the DNS value of6.28h.

Introduction

Modeling of fluid flow by numerical simulations includes Reynolds Averaged Navier Stokes
(RANS), Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS). In RANS,
statistical averaged flow quantities are computed and all turbulence effects are modeled. The
method gives good predictions and has been successful in a wide range of industrial applica-
tions. The required turbulence modeling and statistical average will, nevertheless, always be an
inherent weakness of RANS. On the other hand, DNS can be used to resolve turbulent flow
without any turbulence modeling. Then, all length and time scales of the turbulent flows are re-
solved, from the largest scales governed by the geometry andboundary conditions and down to
the Kolmogorov scales. A very fine resolution in space and time together with high order differ-
encing schemes will then be required. This makes DNS computationally expensive, especially
at high Reynolds numbers. When applied to combustion problems, e.g. [13], the computational
requirements to a full DNS is vastly increased, typically by10-20 orders of magnitude [8] com-
pared to modeling of non-reacting flows. LES is a promising tool for understanding the physics
of unsteady turbulent flow at reduced costs. In LES, the largegeometrically dependent energy-
carrying eddies are resolved on grid scales(GS), whereas effects of the smaller, more universal
scales are modeled using a sub-grid scale (SGS) model. A highfidelity LES should resolve
length scales from the largest to the inertial scale on the grid scales. Wide range of subgrid
models have been studied and successfully applied to LES [35, 23, 2, 9].

The LES approach was first used by Smagorinsky [38] and Lilly [24]. Since then the technique
has been used in engineering applications such as channel flows, combustion, automotive, nu-
clear power engineering, etc. The literature shows comprehensive reviews of the theories, imple-
mentations, applications and limitations of the LES approach, e.g. [35, 23, 2, 9]. The accuracy of
the fluid flow modeling with LES depends on the discretizationscheme, the grid resolution and
the subgrid-scale (SGS) model. In LES, numerical diffusioncaused by the truncation error of a



low-order finite-volume discretization scheme (FVDS) can be of the same order of magnitude
as the turbulence viscosity [22, 18]. Ideally, in LES, all scales down up to the inertial subrange
should be resolved. The turbulence near a solid wall is, however, inhomogeneous, not in equi-
librium and shear plays a significant role. In short, there isno inertial subrange. Therefore large
number of grid points are required to resolve the turbulencenear to the wall, which makes LES
computationally expensive. Hence, the SGS model plays a significant role in regions close to
the wall [33]. Influence of numerical schemes, grid resolution and the subgrid-stress models on
the LES of turbulent flow for engineering and academic problems have been studied by many
authors, e.g. [32, 19].

The present study focusing on fluid flow modeling is part of a larger effort to develop LES
for industrial combustion flow applications. Chemical reactions mainly occur in the small scale
structures of the turbulence. Hence, the combustion modeling in LES is closely related to that
of RANS. Moreover, the accuracy of fluid flow modeling is decisive for the combustion mod-
eling. The code used is an in-house code known as Spider, which is developed in curvilinear,
non-orthogonal coordinates. The RANS version has been successfully used for a wide range of
reacting and non-reacting academic and industrial flow problems, e.g. [26, 28, 27, 11, 12]. In
this study, LES has been implemented in the code and the future aim is to use Spider-LES for
reacting flow with complex geometries. For the time being, most LES applications are limited
to simple geometry. A generalized curvilinear coordinate based numerical algorithm applicable
for practicable geometries will be required. Therefore, inthe present paper, the LES approach
is described in the generalized curvilinear coordinates concerning the discretization schemes
for non-linear convective terms and SGS stress modeling. The model is validated by solving
the unsteady turbulent flows, i.e., flow over a backward facing step (BFS). Although the BFS
flow is geometrically simple and does not require any coordinate transformation, but it involves
very complex phenomena. In Spider-LES, for an orthogonal grid (BFS), contribution from the
non-orthogonal terms will not be computed.

The main objective of the study was to understand the influence of the SGS modelling, dis-
cretization schemes and grid refinement in the BFS flow. At thecorner of the step, the separated
upstream boundary layer forms a free-shear layer. The free shear-layer attaches downstream
at the reattachment pointXr and the reattachment pointXr oscillate in longitudinal direction.
The fluid, upstream to the reattachment point is subjected toan adverse pressure gradient and
forms a separation bubble. The turbulence length scales in the recirculation region are limited
by the step height [43, 7]. Non-reacting flows over backward facing steps have been studied
extensively both experimentally and numerically, and it isone of the benchmark test cases in
turbulence modeling. Eaton and Johnston [7] have reviewed the BFS data base to establish
the influences of system parameters (inflow boundary layer thickness, freestream turbulence,
streamwise pressure gradient, etc.) on the shear-layer reattachment. Westphal and Johnston [43]
studied the effects of initial conditions on the reattachment of the shear-layer experimentally.
Jovic and Driver [17] have conducted experiments on the BFS at a Reynold number of 5100
and at the same Reynolds number Le et al. [21] carried out a direct numerical simulation with a
grid resolution of (768× 192× 64). The DNS showed good agreement with experiments. Fur-
ther Aider and Danet [1] have carried out a LES simulation of BFS to establish the influences
of inflow boundary condition on the reattachment length. Meri and Wengle [29] and Simons
et al. [37] have studied the influences of numerical scheme onthe reattachment length. They



concluded that the LES solutions for turbulent flow over a backward-facing step was a complex
interplay between the grid resolution, accuracy of the numerical scheme and SGS modeling.
The present paper will shed more light on the influences of numerical scheme, subgrid model
and grid resolution for a flow over the BFS.

Governing equations

Three dimensional time dependent Navier-Stokes equationsin generalized curvilinear coordi-
nate in strong conservation law form [42] are used in presentLES simulation [16, 35, 18].
Continuity equation for flows with constant density
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Where, summation rule applies to all indices except indicesi, ui denotes the Cartesian compo-
nent of velocity field,ρ is the density,p is the static pressure,µ is the dynamic viscosity,ξk is
the coordinate direction in the transformed space,ξk

j = ∂ξk/∂xj , J is the Jacobian of coordi-
nate transformation, andUk = ξk

j uj is the contravariant velocity component. This form of the
equation is given as the code was developed [26, 28, 27] in general curvilinear coordinates with
Cartesian components of the velocities and stresses.
In the LES, a spatial low-pass filterG

(
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)
is introduced to obtain the filtered fieldφ (ξj, t)

from the full unresolved fieldφ (ξj, t). Whereξj′ denotes local coordinate direction in the trans-
formed space and at center of the cellξj′ = 0. The filtering operation is expressed as [16]
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The box Filter
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Where∆j is the local filter width in the curvilinear directionξk. Implicit filtering is used here for
obtaining the filtered N-S equations. The implicit filteringprocess refers to volume averaging
over local cell, which is default with finite volume schemes.The implicit filter is the box filter
with filter width ∆j equal to the the local mesh size∆ξj.
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The filtered continuity equation for flows with constant density:
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The filtered momentum equation
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whereσk
i is the subgrid stress, which represents the contribution ofsmaller eddies. Mathemati-

cally this term has come from the non linear convective term of the momentum equation.

σk
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)
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Modeling of the sub grid stress

The SGS modeling in LES is similar to turbulence modeling in RANS. In RANS all effects of
turbulence are modeled. As this includes the geometricallydependent large eddies, the modeling
is to large extent problem dependent. But in case of LES, the SGS represents the role of smaller
eddies which are more universal in behavior and less problem-dependent [25]. The SGS models
describe the physics of smaller dissipative scales, which are computed from the resolved field.
The SGS model should follow some physical and numerical constraints. As a physical con-
straints, the SGS model should conserve the basic properties, such as Galilean invariance and
flow variables. And as a numerical constraints, a model should be less computationally expen-
sive and it should not destabilized the code [35]. The most widely used Smagorinsky model [38]
is based on the eddy viscosity Boussinesq’s approach, whichassume that the subgrid stresses
are proportional to the mean filtered velocity gradients [14].
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The momentum equation with Boussinesq’s approximation
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With rearrangement of terms and introducing theµeff = (µ+ µt).
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where the geometric diffusion coefficientGkl is defined as
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Ak

jA
l
j

J
(12)

whereAk
j are the Cartesian area projections. For orthogonal coordinate systemGkl = 0 for

k 6= l.

The Smagorinsky Model

In the Smagorinsky model eddy viscosity is obtained by assuming that the energy transfer from
the resolved scales to the small subgrid scales and the energy dissipation by the smaller subgrid
scales are in equilibrium [38, 33]

νt = (Cs∆)2 |S| (13)
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in which |S| is a inner product of large-scale strain rate tensor,Cs is the Smagorinsky constant
and∆ is the filter width. The Smagorinsky constantCs is computed either from turbulence
statistical theories or from DNS data base. The filter width∆ is computed by a model proposed
by Deardorff [5]. TheCs = 0.1 was used in present LES simulation, while the filter width was
obtained from.

∆ =
(
Jδξlδξ2δξ3

)1/3
(16)

The Dynamic Procedure

Some of the drawbacks with the Smagorinsky model are, inability to characterize the transi-
tional flows i.e. laminar flow or flows near to walls, too dissipative in wall bounded flows, etc
[44]. That is due to the fixed Smagorinsky constantCs. The Smagorinsky constantCs has to
be tuned to characterize the transitional flows. This is accomplished either by an ad hoc correc-
tion such as Van Driest damping[41] or by the dynamic procedure proposed by Germano et al
[10]. In the dynamic procedure the Smagorinsky constant is computed as a part of solution as a
function of space and time. The dynamic procedure uses a testfilter with width larger than the
original filter, usually double the original filter size. Thesecond test filter gives, when applied to
the filtered momentum equation, a filtered subgrid scale stress tensorTij similar to the original
SGSσij [25]. The Smagorinsky constant in the dynamic procedure reads
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1
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2 ̂|S|Skl − ∆̂

2
|̂S|Ŝkl andLij = ûiuj − ûiûj

As it is mentioned that the constantCs varies instantaneously with space and time and produces
too much positive and too high negative value. Although negative values of the dynamic con-
stant represent backward energy cascade mechanism, but a too negative constantCs destabilizes
the simulation [25, 35]. Many options have been studied to avoid this problem for instance av-
eraging of constantCs in homogeneous direction, clipping the constantCs, and averaging the
numerator and denominator of Eq. (17) in homogeneous direction [44]. In the present simula-
tion averaging of the numerator and denominator along with clipping was used

< Cs >=
1

2
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In Spider-LES the Smagorinsky constant is computed asCs = max (< Cs >, 0), where the
symbol< . >represents the spatial averaging.

The Structural Function Model

The Structural Function (SF) model or two point closure model is given by Métais and Lesieur[30,
23]. The eddy viscosity in the SF model is expressed as

νt = 0.105C
−3/2

k ∆
√
F2 (x, t) (19)

whereF2 (x, t) represents the second order velocity structure function and Ck is Kolmogorov
constant.F2 (x, t) is built either with a six-point or four-point formulation inside the domain.



The four-point formulation is used near to the boundaries and six point formulation inside the
domain. The six point formulation reads:
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whereei is the unit vector inxi direction. The summation rule does not apply to the indices i.

General purpose code Spider-LES

The Spider code is an advanced computer program for the numerical simulation of steady,
three-dimensional reacting and non-reacting flows. The code is based on the finite volume con-
cepts and uses a non-staggered grid. The k-ε and Reynolds Stress equation models are used for
turbulence modeling in Spider-3D. The Spider code uses power law scheme and second order
up-winding scheme for convective fluxes. As pointed out by Piomelli [33] to resolve high wave-
number turbulent fluctuations(SGS) accurately, either low-order schemes on very fine meshes,
or higher-order schemes on coarser meshes are required. Although high-order schemes are very
computationally demanding but their accuracy even with coarser meshes justify their use. A
preliminary test, flow over square cylinder, showed that thedefault schemes in Spider3D were
not suitable for LES. The LES approach was implemented in Spider code by employing the
implicit box filter as mentioned above. In the Spider-LES thefiltered NS Eq. (6) and Eq. (11).
along with the SGS model are solved using finite volume technique.
In a non-staggered grid all the variables (pressure, velocities components and scalars) are stored
at the cell center. For calculating convective fluxes, flow variables at cell faces are required. This
is achieved by a discretization technique. Three discretization techniques, that is, the second or-
der central scheme (CDS-2), the Quadratic Upwind Differencing Scheme (QUICK) and the
fourth order central scheme (CDS-4) for convective fluxes are used in Spider-LES. The de-
scriptions of these schemes are given in [9]. The viscous fluxes are approximated by central
differences scheme of second-order accuracy. In Spider-LES non-staggered grid is used, which
can produce unphysical oscillations i.e. checker-board pressure. Rhie and Chow [34] proposed
an approach to avoid the unphysical oscillations. In this approach the convecting fluxes are cal-
culated at the cell face with a special interpolation technique called momentum interpolation
(MI). In the MI scheme velocities are computed from the discretized momentum equation at the
face as well at the corresponding nodes. In addition to that cell face velocities are interpolated
from the nodal values. Finally the cell face fluxes (mass fluxes) are formulated as a function of
nodal velocities and pressure gradient.

Numerical Algorithm

In incompressible flow, density is not linked with pressure and for pressure-velocity coupling
projection method [4] is used here. A three step (predictor-corrector-corrector) procedure is
used here to solve the filtered continuity and momentum equations. In the predictor step the
momentum equations are solved to obtain intermediate velocities field with old pressure values.
This intermediate velocities field do not satisfy the continuity equation. In the first corrector step
the pressure correctionp

′

is calculated by solving the pressure correctionp
′

Poisson equation
[9] Eq. (21) with the intermediate filtered velocitiesu∗i field from predictor step. The pressure
correction Poisson equation [9] Eq. (21) is solved with strongly implicit procedure (SIP) of
Stone [40].
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Here△t is the time step. In the second corrector step, velocities and old pressure are corrected
with computed pressure correction field from first correctorstep. The three-steps procedure is
repeated until convergence. In Spider-LES, momentum equations are integrated with an explicit
five stage fourth-order Runge-Kutta method by Carpenter et al. [3].

Problem Description

Large eddy simulations of a turbulent flow over backward facing step were performed with the
Spider-LES. BFS shown in Fig. 1 was chosen for its apparent geometrical simplicity, but it in-
volves relatively complex flow phenomena. This geometry is well suited to study the turbulence
behavior under separation, recirculation and reattachment phenomena [31], which is of highly
importance for many practical and engineering applications. The case was selected due to its
similarity with bluff body combustion. Fuel and oxidizer can mix behind the bluff body. Alter-
natively, the reactants are pre-mixed and the flame is anchored at the bluff body. Furthermore a
well established amount of numerical and experimental literature is available [21, 15, 17, 36, 20]
for this case.

Computational Domain

Figure 1 shows the computational domain used for current simulation. In Fig. 1,x, y & z re-
spectively, represent the longitudinal, vertical and spanwise directions. The longitudinal length
Lx downstream of the step was20h and channel lengthLi, ahead of the step was2.5h. The
dimensions in the verticalLy and spanwiseLz directions were6h and4h respectively. The ex-
pansion ratio, the ratio of domain height downstream and upstream of the step was 1.2. The
Reynolds number(Reh = ρU0h/µ) based on the step heighth and free stream velocityU0 was
5100. The domain dimensions and Reynolds number were same asthe DNS of Le et al. [21].
The boundary layer thickness at the inletδ99 = 1.2h.

Simulation parameters

Two computational grids(Nx ×Ny ×Nz)= (148 × 62 × 20) and(148 × 72 × 20) were used
with non-uniform distribution in the vertical and longitudinal directions and uniform grid dis-
tribution in the spanwise direction. The grid was refined close to the walls and in recirculation
region. The time step in the current simulation was fixed at∆t = 0.05h/U0. The total simulation
time was500h/U0.

Boundary condition

Lower and Upper boundaries
A no-stress wallv = 0, ∂u

∂y
= 0, ∂w

∂z
= 0 consistent with DNS by Le et al. [21] was applied at the

upper boundary. No-slip boundary conditions was used at allwalls. Theu, v andw are velocity
components in longitudinal, vertical and spanwise direction respectively.
Spanwise boundaries
A no-stress wallw = 0, ∂u

∂x
= 0, ∂v

∂y
= 0 was used on the spanwise boundaries due to limited

spanwise extent. Whereas cyclic boundary condition was used in DNS Le et al. [21].
Inlet boundaries
A mean turbulent profile by Spalart [39] atReθ = 670 supreimposed with a white noise was
applied at inlet, whereθ is the momentum thickness. The meanv andw were set equal to zero .
At every time step, mean input velocity profile for a region y≤ 1.2h was perturbed with random
fluctuations.
Outflow boundaries
At outlet, where flow was completely developed the velocities gradient∂ui

∂xi
= 0 were set equal



to zero.

Results and discussion

LES simulations over BFS was carried out for the five cases as shown in Table-1. Run-1 and
Run-2 were carried out to examine the influence of grid. Run-3and Run-4 were for understand-
ing the influence of the SGS model and Run-5 was for understanding the effect of discretization
schemes. Different flow parameters, reattachment length, skin friction coefficient, mean lon-
gitudinal, vertical velocity profiles and turbulent intensity were computed and compared with
DNS data set Le et al. [21]. These parameters were averaged intime and along the spanwise
direction. The mean longitudinal, vertical velocity profiles and turbulent intensity were non
dimensionalized with inflow free stream velocityU0

Table 1: LES test cases for flow over BFS
Runs Scheme SGS model Grid Remarks
Run-1 QUICK Structure function(SF) (148 × 62 × 20) Influence of grid
Run-2 QUICK Structure function(SF) (148 × 72 × 20) Influence of grid
Run-3 QUICK Dynamic (DM) (148 × 72 × 20) Influence of SGS model
Run-4 QUICK Smagorinsky (148 × 72 × 20) Influence of SGS model
Run-5 CDS-4 Smagorinsky (148 × 72 × 20) Influence of discretization

The Skin Friction Coefficient

The skin friction coefficientCf is computed as:

Cf =
τw

1/2ρU2
0

(22)

whereτw = ρ
(
ν ∂u

∂y

)
wall

is the wall shear stress. Fig 2 shows the mean skin friction coefficient

Cf obtained with the Spider-LES compared to that obtained fromthe DNS of Le et al. [21] along
the longitudinal direction. The negative peak of skin friction coefficientCf was underpredicted
for the all runs. The reason for the underprediction was poorgrid resolution near to the wall.
This was confirmed by running one more simulation with fine grid and it was observed from
Run-1 and Run-2 that theCf improved with grid resolution. It was also observed from theRun-
2, Run-3 and Run-4 that theCf prediction with the SF model was slightly better than the other
models, that was because the SF model is 20% less diffusive than the Smagorinsky model [23].
The effect of the discretization scheme could be observed from the Run-4 and Run-5 in Fig.
2, which showed that the CDS-4 predicted better reattachment length7.0h than the QUICK
scheme7.2h. There were some oscillations inCf for the Run-4 in recovery zone due to low
grid resolution caused by grid stretching. The negativeCf peak was shifted downstream for the
most of the runs. A shift in the peak was attributed to the longrecirculation zone as shown in
Fig 3. Fig 3 shows the mean stream function, where primary andsecondary recirculation zones
were well captured.

Reattachment length

The mean reattachment locationXr was computed by the three method as proposed by Le et al.
[21]. (a) The longitudinal distance whereτw = 0, as shown in Fig. 2. (b) The location at which



the mean dividing streamline (ψ = 0) touched the wall, as shown in Fig 3. (c) The longitudinal
distance at which mean longitudinal velocityu = 0 at the first grid point normal to the wall,
as shown in Figure 4 & 6. The reattachment length wasXr= 7.2h to 7.4h with different SGS
model. The computed reattachment lengthXr was far from the DNS value(Xr = 6.28h) of Le
et al. [21] and the experimental value(Xr = (6.0 ± 0.15)h) of Jovic and Driver [17]. This was
due to fact that the inflow boundary condition used in the current simulation was not consistent
with inflow boundary condition used by DNS Le et al. [21]. Increase of the reattachment length
and delay in the transition of the shear layer was caused due to the absence of the turbulent
longitudinal vortices’s associated with the inflow boundary layer [23]. It was also observed that
the recirculation length did not change much with SGS model,because all models were eddy
viscosity based.
A LES of BFS carried out by Dubief and Delcayre [6] observed a recirculation length of7.2h at
the same Reynolds number of5100. The inflow boundary condition was mean velocity profile
[39] perturbed with white noise and the SGS model was the filtered structural function (FSF)
with the four-point formulation. A LES of BFS carried out by Aider and Danet [1] observed
a recirculation length of 5.8h when the mean velocity profile[39] perturbed with white noise
was used at inflow. However, in more realistic case, inflow boundary with precursor simula-
tion(PS) they observed a reattachment length of5.2h. The SGS model used in their simulation
was the filtered structural functional (FSF) with the four-point formulation. They observed the
shorter reattachment length even though outflow boundary condition was used at upper bound-
ary, which is equivalent to an infinite expansion ratio. According to kuehn [20] the reattachment
length increases with an increase in expansion ratio. Simons et al. [37] also carried out LES over
BFS and they observed the recirculation length of 6.6h with Smagorinsky SGS models. The au-
thors concluded that the numerical accuracy of the solver and grid refinement have a stronger
influence on the BFS simulation than the details of the SGS model. The present results also
support this finding

Mean Longitudinal and Vertical Velocities

As it was observed that the reattachment length was overpredicated for all the cases. Westphal
and Johnston [43] concluded that the averaged flow parameters (Cf , ui, etc) were independent
of the initial conditions, geometrical parameters and boundary conditions with respect to the
normalized coordinateX∗ = x−Xr

Xr
. This was also confirmed by Dubief and Delcayre [6] and

Aider and Danet [1]. In the present study the normalized coordinatesX∗ were used for compar-
ison of our LES results with the DNS of Le et al. [21]. Figure 4 shows the comparison between
computed LES (Run-2, Run-3 and Run-4) and the DNS data by Le etal. [21] for the non di-
mensional mean vertical velocity profiles. The comparison was made at four locations in the
recirculation (X∗ = -0.333), reattachment (X∗ = 0) and recovery regions (X∗ = 0.66, andX∗

= 1.497), where the DNS data were available [21]. The computed results compared well with
the DNS results at the reattachment (X∗ = 0) and the recovery region (X∗ = 0.66). The lon-
gitudinal velocity was under predicated at (X∗ =-0.333 ) especially fory ≤ 0.5h, that caused
underprediction in skin friction coefficientCf . It was also observed that the longitudinal ve-
locity was overpredicated at (X∗ = 1.497). This was because the outflow boundary condition
used was a zero velocity gradient∂ui

∂xi
= 0 whereas in the DNS a convective boundary con-

dition ∂ui

∂t
+ c∂ui

∂xi
= 0 was used. In addition, a too coarse grid at this location produced too

much diffusion. Figure 6 shows a comparison between the computed LES (Run-4 and Run-5)
and the DNS data for the mean streamwise velocity profiles. The comparison was made at the
same four locations and the computed results compared well with the DNS data at all locations



including at (X∗ = 1.497). This was because even though grid used in this region was coarse
but the CDS-4 is less diffusive in nature compared to the QUICK scheme. It was also observed
that the longitudinal velocity profiles matched well with the DNS fory ≥ 2h, that was because
upper boundary condition (no stress wall) was consistent with the DNS simulation. Figure 5
shows vertical velocity profile of the present LES, the DNS and the experiments [17]. The com-
puted LES results compared satisfactory with DNS fory ≥ 2h due to same upper boundary
condition. Discrepancy between the vertical velocity profile of the DNS by Le et al [21] and
the experiments of Jovic and Driver [17] was observed, especially for the regiony ≥ 1h due
to difference in upper boundary condition. Eaton and Johnston [7] reviewed the subsonic flow
over BFS. They compared the mean velocity profile at normalized coordinateX∗ = 0 and they
observed the differences in the results for the regiony ≥ 1h due to the different upper boundary
condition. Aider and Danet [1] overpredicted the mean longitudinal and vertical velocity for
y ≥ 1h due to different upper(∂ui/∂y = 0) boundary condition.

Turbulence intensity and Reynolds shear stress

Figure 7 shows time-averaged (a) longitudinal〈u
′

u
′

〉1/2/U0, (b) vertical〈v
′

v
′

〉1/2/U0, (c) span-
wise 〈w

′

w
′

〉1/2/U0 turbulent intensities and (d) Reynolds shear stress component 〈u
′

v
′

〉/U2
0

computed with current LES (Run-2,Run-3 and Run-4) comparedto the DNS of Le et al. [21].
Whereu

′

, v
′

andw
′

are the velocity fluctuation in longitudinal, vertical and spanwise direc-
tion. The comparison was made at the same four location. The longitudinal turbulence intensity
predicted well with DNS especially for the regiony ≤ 1.0h and it was underpredicted for the
region2.2h ≥ y ≥ 1.0h at the reattachment (X∗ = 0) and the recirculation (X∗ = -0.333).
This could be due to two reasons: the first reason was the poor grid resolution for the region
1.0h ≤ y ≤ 6.0h, which has reduced the turbulent intensity due to inherent numerical diffu-
sion of QUICK scheme. On the other hand the CDS-4 scheme is less diffusive in nature and
predicted more turbulence intensity than the QUICK scheme as shown in Figure 8. The another
reasons was that the inflow boundary condition was not computed as deterministically as it was
done in the DNS. The longitudinal turbulent intensity〈u

′

u
′

〉1/2/U0 was slightly overpredicted
at recovery region (X∗ = 0.66, andX∗ = 1.497). The vertical turbulent intensity〈v

′

v
′

〉1/2/U0

was underpredicted at recirculation(X∗ = -0.333) and the prediction is better at the reattach-
ment (X∗ = 0). Figures 7 & 8 show the better agreement of Reynolds shear-stress component
〈u

′

v
′

〉/U2
0 for the regiony ≤ 1.0h.

Conclusions

Large Eddy simulation approach was implemented in the Spider-3D code. Higher order QUICK
and CDS-4 disscretization schemes for convective terms were implemented. Three Subgrid
Stress (SGS) Models i.e. Smagorinsky, dynamic and structural function model were studied and
implemented in the Spider-LES. The LES was carried out for a flow over the backward-facing
step at moderate Re = 5100. Total five simulation were carriedout to understand the influences
of grid, the discretization scheme and the SGS models. The LES studies showed overall satisfac-
tory agreement with the existing DNS data Le et al. [21] for a relatively coarser mesh about 40
times lesser than the DNS. The negative peak of skin frictioncoefficient was underpredicted due
to poor grid resolution near to the wall. The mean reattachment length was overpredicated due
to inconsistent inflow boundary condition. The reattachment length in the longitudinal direction
was7.2h−7.4hwith different SGS model. Effect of the sub grid modelling was minimal, that is
because all studied models were eddy viscosity based. The reattachment length prediction was
better with the CDS-4 than the QUICK scheme. The mean longitudinal velocity profile, vertical



velocity profile and the Reynolds stresses compared satisfactory with DNS data set Le et al.
[21] with respect to normalized coordinatedX∗ = x−Xr

Xr
. The discrepancies in results between

the DNS and the present LES were due to the fact that the lengthof both primary and secondary
recirculation zone were overpredicted in the present LES.
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Figure 1: Backward Facing Step (BFS) configuration
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Figure 2: Mean skin friction coefficient along the longitudinal direction
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Figure 3: Stream function of mean flow averaged in space and time for Run-3
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Figure 4: Mean longitudinal velocity profiles at four different streamwise positions downstream of the
step, for Run-2, Run-3 and Run-4 compared to DNS results of Leet al. [21]
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Figure 5: Mean vertical velocity profiles at four different streamwise positions downstream of the step,
for Run-2 and Run-4 compared to DNS results of Le et al. [21] and experiment of Jovic and Driver [17]
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Figure 6: Mean longitudinal velocity profiles at four different streamwise positions downstream of the
step, for Run-4 and Run-5 compared to DNS results of Le et al. [21]
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Figure 7: Square roots of non-dimensional mean Reynolds stresses. (a)〈u
′

u
′

〉1/2/U0, (b) 〈v
′

v
′

〉1/2/U0,
(c) 〈w

′

w
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〉1/2/U0, (d) 〈u
′

v
′

〉/U2
0 at four different streamwise positions downstream of the step for Run-2,

Run-3 and Run-4 compared to DNS results of Le et al. [21]
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Figure 8: Square roots of non-dimensional mean Reynolds stresses. (a)〈u
′
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〉1/2/U0, (b) 〈v
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0 ) at four different streamwise positions downstream of the step for

Run-4 and Run-5 compared to DNS results of Le et al. [21]


